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Abstract

In the framework of our research on biologically inspired microrobotics, we have developed two novel Automatic Flight Control Systems (AFCS): OCTAVE (Optical altitude Control sysTem for Autonomous VEhicles) and OSCAR (Optical Scanning sensor for the Control of Autonomous Robots), both based on insects’ visuomotor control systems. OCTAVE was tested and found to confer on a tethered aerial robot (the OCTAVE robot) the ability to perform terrain following. OSCAR gives a tethered aerial robot (the OSCAR robot) the ability to fixate and track a contrasting target with a high level of accuracy. Both OCTAVE and OSCAR robots are based on optical velocity sensors, the principle of which was based on previous electrophysiological studies on the fly’s Elementary Motion Detector (EMD) neurons performed at our laboratory. Both processing systems described are light enough to be mounted on-board Micro-Air-Vehicles (MAV) with an avionic payload small enough to be expressed in grams rather than kilograms.

1. Introduction

The biorobotic approach we have been using at our laboratory since 1985 has led to designing, simulating and constructing biologically inspired visual sensors and complete visuomotor control systems. Transferring biological principles to smart machines (robots) can provide solutions to the problems arising when implementing complex behavior (obstacle avoidance, hovering, Nap-Of-the-Earth flight,...) in Micro-Air Vehicles (MAV) while yielding some fruitful returns to biology [1-10].

Present-day research on Micro-Air Vehicles with very small dimensions in the 10–50cm range has come up against a serious problem: how to confer on micro aircraft some authority and autonomy in spite of the severe energy and mass constraints involved. Short range observation missions require skills such as coping with variations in ground relief or tracking a target. In the most sophisticated Unmanned Air Vehicles (UAV) and Micro Air Vehicles (MAV) or micro-drones, the eyes and brain of the human pilot have to be replaced by an on-board processing system capable of steering the aircraft through even the most cluttered environments. This problem has been solved for hundred million years by winged insects. These are highly evolved autonomous flying machines that can serve as useful models for designing the MAVs of the future. Thus far only few studies have attempted to draw on these models to perform visual guidance of flying robots [3, 6, 8, 11-15]. Natural MAVs display remarkable visuomotor behavior with few pixels (approximately 10^3) in their eyes and few neurons (approximately 10^6) in their brains as compared with humans. Behavioral experiments have shown that flying insects’ stabilization and guidance depend on the speed at which the contrasting features they encounter slide across their retina (this has been called the retinal slip speed or the optic flow) [16]. Winged insects extract the relevant information from the optic flow by using particular neurons called Elementary Motion Detectors (EMDs) [17-18]. In 1986, Franceschini and al. built a biomimetic velocity sensor using discrete electronics to estimate the directional optic flow [19]. The principle of this sensor was based on the findings on fly EMDs, obtained at our laboratory by recording from single neurons while concomitantly stimulating single photoreceptor cells on the retinal mosaic [20].

All our robots have been equipped with these EMD circuits that estimate the directional optic flow. The EMD circuit of the OCTAVE system (Optical altitude Control sysTem for Autonomous VEhicles) responds to the relative motion of an aerial vehicle with respect to the contrasting terrain underneath. The OCTAVE Automatic Flight Control System (AFCS) presented here draws on a hypothesis put forward 50 years ago [21], according to which flying locusts would have a preferred retinal velocity. We show here that the OCTAVE robot can drive its lift automatically so as to follow a terrain over a wide range of ground speeds, by relying essentially on the data provided by an EMD sensor oriented downwards.
By contrast, the OSCAR sensor (Optical Scanning sensor for the Control of Autonomous Robots) responds to micro-scanning movements imposed on the visual sensor itself. The particular movement imposed on the OSCAR eye is largely based on the retinal micro-scanning system described in the flying fly [22]. Upon simulating an elementary scanning eye placed in a simple visual environment, we established that micro-scanning plus motion detection systems can be used for both detecting and locating targets to an accuracy of a fraction of a pixel period [5].

In section 2, we describe the EMD circuit, which is a basic component of both the OCTAVE and OSCAR robots. In section 3, we outline the OCTAVE control system and show some results on terrain following. In section 4, we describe the principle, design, construction and calibration of the OSCAR sensor. We illustrate its capacities on board the OSCAR robot, which is a miniature twin-engine rotorcraft that is able to stabilize around its yaw axis and track a moving target with great accuracy.

2. Visual motion processing

Both the OCTAVE and OSCAR visual processing systems rely on the same eye and on the same electronic Elementary Motion Detector (EMD) (Figure 1).

The elementary retina consists of only two photoreceptors Ph1 and Ph2, the visual axes of which are separated by an interreceptor angle \( \Delta \phi = 4^\circ \) (Figure 1a) – a value close to that between adjacent facets in the fruitfly eye [23]. The retina is deliberately defocused until their angular sensitivity becomes bell-shaped.

The relative angular speed \( \Omega \) of a contrasting feature in the environment (“optic flow”) is measured according to the following definition:

\[
\Omega = \frac{\Delta \phi}{\Delta t}
\]

(1)

where \( \Delta t \) is the time taken by a contrasting edge to cross both optical axes successively (Figure 1b). The angular speed \( \Omega \) results either from a translational motion (as occurs on the OCTAVE robot) or from a rotational motion (as imposed on the OSCAR’s eye). The original EMD scheme [19] consists of several processing steps (Figure 1c):

1. Band-pass temporal filtering on each channel.
2. Thresholding and pulse generation on each channel.
3. Generating a long-lived decaying signal on one channel.
4. Generating a very short, unitary sampling pulse on the other channel.
5. Minimum-detection based sampling on the second channel delivers a signal that decreases monotonically with \( \Delta t \) (and hence increases with \( \Omega \)).

Our current hybrid (analog + digital) implementation of an EMD is a small module weighing only 0.8 grams and consuming 40mW [9].

Figure 1. (a) The eye consists of a lens and 2 photoreceptors, the visual axes of which are separated by an angle \( \Delta \phi \). The lens (diameter 5mm, focal length 8.5mm) mounted in front of the silicon PIN photodiodes is defocused until their angular sensitivity becomes bell-shaped. (b) Rotational or translational movement of this eye in front of a stationary contrasting feature generates a delay \( \Delta t \) between the two photoreceptor signals. (c) Block diagram of the EMD circuit consisting of several linear and nonlinear processing steps.

3. OCTAVE : a bio-inspired flight control system

3.1. The OCTAVE principle

Let us imagine a MAV flying in pure translation over an unknown terrain. As viewed from the aircraft vertically downwards (Fig 3a.), the angular slip speed \( \Omega \) – the optic flow – is given by:

\[
\Omega = \frac{\nu_x}{h}
\]

(2)

where \( \nu_x \) is the ground speed of the aircraft and \( h \) its local altitude over the terrain. This formula means that even in this most simple case of optic flow generated by a self translation, the optic flow depends jointly on ground speed and altitude.

In the OCTAVE system, any variations in the optic flow measured downwards are assumed to be caused by variations in the height \( h \) above the ground. The OCTAVE visuomotor control loop [10] then acts so as to servo the optic flow \( \Omega \) to a reference value at any time by driving the lift force continuously. As a result, the micro-flyer
Figure 2. (a) The 100-gram MAV is equipped with a fixed-pitch rotor (extracted from a Keyence Revolutor micro-helicopter), a two-pixels eye and an onboard electronic processing system. (b) Test-rig composed of a pantographic whirling arm [7] and a 4.5-meter diameter disc onto which a texture consisting of randomly distributed, variously contrasting sectors was printed (edge contrast $m$ ranging from 4% to 30%). The printed disc is placed on a circular ramp used as the relief.

3.2. Experimental setup

We built a small rotorcraft consisting of a motor driving a single fixed pitch propeller via a reduction gear (Figure 2a). The motor is controlled by Pulse Width Modulation (PWM); its speed ($rpm$) is measured by an on-board optronic sensor and servoed to the reference value dictated by the visuo-motor control system.

A balanced pantographic whirling arm [7] allows the tethered MAV to lift itself and move in azimuth and elevation around a central pole (Figure 2b) above a richly patterned "terrain". The 100-gram rotorcraft is mounted on the axis of a position servo system located at the end of the whirling arm, which makes it possible for the experimenter to remotely set the robot's pitch angle (Figure 3a) and thus the horizontal speed $v$. The advantage of this experimental rig is that it enables us to keep the minimum number of degrees of freedom, while testing the basic visuo-motor principles reliably and reproducibly, and monitoring a large number of parameters simultaneously. The width of the contrasting sectors (which ranged from 1cm to 30cm) and their grey levels were chosen at random in order to test the invariance of the processing system to the characteristics of the contrasting features encountered in the environment. The effective contrast $m$ between any two edges ranges from 4% to 30%.

A computer equipped with a dSpace DSP board with analog I/O connected to a Matlab/Simulink software environment calculated the desired rotor $rpm$ of the MAV, while monitoring various parameters such as the speed of travel, the altitude, the pitch angle, the rotor speed and the EMD output. All these signals were transmitted to or from the computer via a miniature slip-ring assembly.

When the robot is pitched forward, its eye automatically counterrotates to keep aiming downwards ($\varphi = 90^\circ$ in Figure 3a). Eye counterrotation is achieved by an onboard 2.4 gram microservo (Figure 2a).

The EMD picks out the horizontal component of the optic flow. At this stage, the EMD circuit described in section 2 was placed off-board to assess $\Omega$.

3.3. Terrain following results with OCTAVE

To test the automatic terrain-following abilities of the robot based on the use of optic flow, we placed one third (i.e., an approximately 4-meter portion) of the annular pattern on a sloping plane (the "circular ramp": Figure 2b). The result was that the OCTAVE visuomotor control loop controlled the rotor $rpm$ in such a way that the robot's altitude varied automatically according to the changes in the relief of the land (Figure 3b). During these terrain following tests, the horizontal ground speed component happened to be maintained at a relatively constant value (Figure 3c). The automatic altitude control system is robust and efficient over a wide range of ground speeds (1 to 3 m/s in Figure 3c) and does not need to be trimmed to any particular ground speed.

The higher the speed at which the helicopter is flying, the higher its altitude will be. The avoidance which occurs when the robot is rising above the upward ramp (Figure 3b) is less pronounced at high flying speeds (curve n°4 $\approx 3$ m/s) than at low speeds (curve n°1 $\approx 1$ m/s). A “safe altitude” is thus automatically generated, which increases suitably with the flying speed. These results show that the
Figure 3. (a) The gaze direction is kept vertical whatever the aircraft pitch angle. (b) The OCTAVE system makes the robot follow the slanted terrain. The resulting trajectory depends on the horizontal ground speed of the aircraft: the faster it is traveling, the greater its altitude will be. (c) The ground speed can be seen to have remained constant in each of the four cases studied.

The robot is able to follow the terrain reliably despite changes in the relief. Most importantly, this behavior is achieved although no information about the actual value of the altitude or groundspeed is ever available on-board. The flight trajectories obtained were highly reproducible during several minutes despite the presence of aerodynamic disturbances such as ground effects and air turbulence (Figure 4).

4. OSCAR: a bio-inspired scanning sensor

4.1. The OSCAR principle

In the OCTAVE robot described above, the visual sensor measured the relative angular speed $\Omega$ resulting from the robot’s pure translation at a constant speed $v$. By contrast, the OSCAR sensor generates a pure rotation, the peculiarity of which is that it varies with time (variable speed scanning).

Again the two photoreceptors are separated by an interreceptor angle $\Delta\phi = 4^\circ$ (Figure 5). In a previous study [5], we simulated the concerted rotation of two photoreceptors, Ph1 and Ph2, placed in front of an edge. The pair of photoreceptors was assumed to rotate first at a constant angular speed $\Omega$, then at a speed which decayed exponentially with time, according to:

$$\Omega(t) = \frac{A}{\tau} \exp\left(-\frac{t}{\tau}\right)$$

(3)

where $A$ is the amplitude of scan and $\tau$ a time constant.

In these latter conditions, the output signal from an EMD circuit connected to the photoreceptors will depend only on the instant when $\Omega$ is measured. The key point is that this instant depends directly on the angular position (e.g., positions 1, 2, 3 in Figure 5) of the contrasting target (here an edge) placed in the visual field. In other words, the value of the measured speed $\Omega$ will be modulated by the angular position of the target in the sensor field of view. It is on this basis that we designed a sensor which, in its most elementary form, is driven by a single pair of photoreceptors that scan the environment periodically with a low amplitude and at a variable angular speed while driving an EMD circuit [5].

4.2. Description of the OSCAR sensor

We built a miniature scanner, the components of which...
are shown in Figure 6a. A dual photosensor and a lens, mounted opposite each other on a blackened perspex drum (diameter 15mm), form a miniature “camera eye”, which is rotated back and forth at 10Hz through a small angle $\alpha = 9^\circ$ by a DC micromotor (diameter 10mm) with a reduction gear. The two photoreceptors of this “wiggling eye” are connected to an EMD via soft microwires.

The periodic scanning movement of the eye is generated through an accessory position servo-loop which controls the orientation of the eye-drum (and hence, that of the mean sensor’s line of sight). The latter is monitored by a magnetoresistive sensor responding to the angular position of a micromagnet glued to the hub of the drum. A particular periodic input reference at 10 Hz is applied to the servo-loop so that the eye faithfully performs two imposed scan phases:

1. during the first phase (lasting 50ms), the angular speed $\Omega$ of the eye decreases quasi-exponentially,
2. during the second phase (lasting also 50ms), the eye returns to its original position at a constant speed.

### 4.3. Characteristics of the OSCAR sensor

We characterized the complete OSCAR scanning sensor by rotating it stepwise in front of a fixed target (an edge or a bar) while monitoring the response produced at each azimuthal orientation. Figures 6b shows an example of the sensor statical characteristics curves obtained with edges and a bar. The responses happen to be monotonic functions of the relative azimuthal orientation $\phi_s$ of the sensor. They are practically insensitive to the contrast (figure 6b) down to $m = 0.12$. At a distance of 200cm, however, the 1cm wide bar was detected only when the highest contrast ($m = 0.85$) was used (figure 6b). Remarkably, this bar subtended an angle (0.28°) which is 14 times smaller than the pixel period ($\Delta \varphi = 4^\circ$). Hence OSCAR minimum visible is as fine as 7% of $\Delta \varphi$. In addition, the angular accuracy of the sensor in locating an edge or a bar is even better: approximately 0.1°, which represents only 2.5% of $\Delta \varphi$. OSCAR can therefore be said to have hyperacuity in spite of its minimalist number of pixels [24].
4.4. OSCAR visual sensor for fixation and tracking

To illustrate the potential use of an OSCAR sensor, we built a miniature twin-engine aircraft, the body of which is about the size of a Khepera robot (Figure 7a). This microrobot, which is tethered to a 2m-long thin wire secured to the ceiling of the laboratory, orients in yaw by means of its two (differentially controlled) propellers. It is made of carbon, wood, fiberglass, and EPS. It weighs only 100g, including the engines and gears, the propellers, the scanning sensor (with its own position servo-system) and the complete electronics made with Surface Mounted Devices (SMD). The onboard rechargeable battery (LiMnO2, 9V-0.8A.h) adds another 54g, giving an endurance of 60 minutes.

Visual stabilization of micro-air-vehicles is still in its infancy. Ichikawa et al. were the first to achieve hover flight on a freely flying micro-helicopter [12]. They concluded that the resolution of the visual sensor is a crucial parameter which needed to be improved for achieving visual stabilization (hover was effective during 20 seconds only). Section 4.3 showed that retinal microscanning can help a visual system to improve its resolution. We therefore achieved the visual stabilization of the OSCAR robot by implementing a visual position servo-loop based on the OSCAR sensor [6]. The visual feedback loop acts so as to control the orientation of the robot around its yaw axis. As a consequence, the robot remains visually locked onto the target (edge or bar) placed in its Field Of View (FOV). As shown in Figure 7b, if the contrasting feature that is being fixated (an edge placed at 1.3m) happens to move, the robot responds with smooth pursuit. During this tracking episode, the robot pursued the target smoothly at yaw speeds of up to 20°/s.

5. CONCLUSION

Here we have described two Automatic Flight Control Systems that were developed at our laboratory to perform visual guidance of a Micro-Air Vehicle (MAV). First, we showed how a micro-aerial robot (OCTAVE) is able to control its lift to keep clear from the ground, despite moderate changes in the relief. This simple “optic flow servoing system” always makes sure that the robot keeps a safe distance from the ground – a distance which is beautifully adapted to its speed, whatever the speed. Secondly, we showed how a micro-scanning process helped to detect and locate contrasting features to a high accuracy, stabilize a MAV (OSCAR) around its yaw axis and have it track a moving feature.

Both studies, combined with previous laboratory studies [4], illustrate how an active visual process [25] can help an artificial flying agent to perceive the environment and achieve increasingly complex behaviors such as terrain avoidance and tracking. In the case of OCTAVE (section 3), active perception results from a purely translational motion during forward flight of the robot. In the case of OSCAR (section 4), active perception results from a purely rotational motion brought about by the scanning process. In both cases, however, optical motion detection is the sole cue which is used to extract a useful signal from the environment.

The EMDs can still be largely miniaturized so as to incorporate an array of pixels covering a much larger FOV, while keeping the excellent overall properties observed here in the robots:

- OCTAVE: robustness to randomly arranged contrasts and reproducibility of smooth terrain following,
without the occurrence of any crashes.

- OSCAR : invariance to contrast (from 10% to 90%) and distance (50cm to 2.5m), minimum visible (8% of $\Delta \phi$) and hyperacuity (2.5% of $\Delta \phi$).

Our “biomimetic signal processing” approach has led us to develop smart autonomous flying machines that rely heavily on insect know-how and little on computer assisted resources. The biological models used in this study have been tested for 100 million years. They can provide an alternative when conventional stabilization and guidance systems fail to meet the draconian constraints imposed on vehicles such as MAVs, whose avionic payload will have to be expressed in grams or milligrams. However, the very principles used in our bio-inspired robots could also be adapted to the visual guidance of larger vehicles designed in the fields of aeronautics, aerospace and planetary exploration.
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