1. Economics IV

2. Game Theory
Section 1: Explain why the following statements are true or false

3. A Nash equilibrium is a set of Pareto efficient strategies, in the sense that no player can be made better off without making another player worse off.

4. If both players in a two-person game have one strategy that dominates all their other possible strategies, then the game must have a Nash equilibrium.

5. If a game has a Nash equilibrium, then that is a unique equilibrium.

6. If a player has one strategy that strictly dominates all his other strategies, then this player will not play a mixed strategy in the equilibrium of the game.

a. In a game that has a mixed strategy equilibrium and at least one pure strategy equilibrium, the mixed strategy equilibrium must be Pareto superior to the pure strategy equilibrium.

b. In the prisoner’s dilemma game, if each player could be convinced that the other player would cooperate (not confess), then he would prefer to also cooperate.  Thus, the Pareto optimal result (not confess, not confess) is a Nash equilibrium.

a. The theory of repeated games tells us that if the players in a prisoner’s dilemma game are patient enough, then they will be able to achieve the Pareto optimal equilibrium during a finite number of repeated rounds of the game.

Section 2: Solve the following

1. Players A and B play a coin-matching game.  Each shows a coin with either “heads” or “tails”.  If the coins match, B pays A $1.  If they differ, A pays B $1.

c. Write down the payoff matrix (the normal form) of this game, and show that there is no pure strategy Nash equilibrium.

b. Can you find a mixed strategy Nash equilibrium?  Show your reasoning.

2. Suppose the following game played between hunters.  The players can cooperate to catch a stag, or they may split up and each catch a rabbit.

Player B





Stag

Hare

Player A

Stag
(2,2)

(0,1)




Hare
(1,0)

(1,1)

c. Describe the Nash equilibria of this game.

d. Suppose B believes that A will use a mixed strategy in hunting.  How will B’s optimal strategy depend on the probabilities that A chooses stag or hare?

3. Consider the following game in which players A and B have the pure strategies:



Player B



Left
Middle
Right

Player A
Up
5,5
2,6
0,7


Middle
6,2
3,3
0,0


Down
7,0
0,0
1,1
a. 
b. Suppose the game is played only once.  What are the Nash equilibria in pure strategies?

c. Suppose this game is played exactly twice, what are the Nash subgame perfect equilibria in pure strategies?

4. If this game were played repeatedly (forever), under what circumstances would the (U, L) pair of strategies be sustainable?

a. Ana wants to give 100 to her two children, Alvaro and Bernardo.  However, she does not have two $50 bills – she only has one $100 bill.  So she proposes the following to her children:  “Each of you must write on a piece of paper the amount of money you should get from the $100.  I will add up the two amounts of money you propose.  If the sum is >100, then I will keep the $100 bill and you will get nothing.  If the sum is (100, then you will each get the amount you ask for.”  Write the payoffs of the two players as a function of the amounts they choose (note that their strategies are continuous, i.e. they can choose any positive real number less than 100).  Does this game have a Nash equilibrium?  Is it a unique equilibrium?  Explain your results.

b. Consider the game of “chicken”.  Two individuals, A and B, drive their cars towards each other on a one-lane road.  The one who turns away onto the side of the road first is the “chicken”.  The payoffs are as follows.  If neither is chicken, then they both get injured in the car crash, and their payoff is –3 each.  If one of them turns away, then the “chicken” gets –1, and the “macho guy” gets 3.  If they are both chicken, then they each get zero.

c. Write the game in normal form.

d. Does this game have any Nash equilibrium?  Find any equilibrium that exist in pure strategies.

e. Suppose player A believes that player B will play “not chicken”.  Will player A’s threat to also play “not chicken” be credible to player B?  Why or why not?

f. Suppose player A can commit to playing “no chicken” by pressing a button that disables his control of the steering wheel and the brakes, and keeps the gas pedal pressed down.  B knows that pressing this button is irreversible.  Would A benefit from pressing the button?  Why or why not?

5. Consider the following game

Firm A

Firm B



Overproduce
Produce ½(Qmon)


Overproduce
3,3
9,1


Produce ½(Qmon)
1,9
6,6

a. What is the Nash equilibrium of this game?  Is this equilibrium Pareto efficient?  Why or why not?

b. Suppose that the game is repeated an infinite number of times. What condition must be satisfied so that the players can reach the Pareto optimal equilibrium?  Explain the necessary strategies and mechanism of reaching that equilibrium.

c. Suppose now that if one firm overproduces in one period, there is some probability g that the other firm will detect this cheating.  This is because the demand in the market sometimes receives negative shocks, and so the firms don’t know whether the lower price in the market was caused by a negative shock to demand, or whether it was caused by the other firm cheating and overproducing.  If a firm overproduces twice (whether or not it does this in consecutive periods) then the other firm will detect the cheating with probability 1.  How does your condition for part (b) change?  Explain your reasoning carefully.
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